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Abstract. Structural congruences have been used to define the semantics
and to capture inherent properties of language constructs. They have been
used as an addendum to transition system specifications in Plotkin’s style
of Structural Operational Semantics (SOS). However, there has been little
theoretical work on establishing a formal link between these two semantic
specification frameworks. In this paper, we give an interpretation of struc-
tural congruences inside the transition system specification framework.
This way, we extend a number of well-behavedness meta-theorems for SOS
(such as well-definedness of the semantics and congruence of bisimilarity)
to the extended setting with structural congruences.

1 Introduction

Structural congruences were introduced in [12,13] in the operational semantics
specification of the w-calculus. There, structural congruences are a set of equations
defining an equality and congruence relation on process terms. These equations
are used as an addendum to the transition system specification, in the Structural
Operational Semantics (SOS) style of [17]. The two specifications (structural con-
gruences and SOS) are linked using a deduction rule dedicated to the behavior
of congruent terms, stating that if a process term can perform a transition, all
congruent process terms can mimic the same behavior.

The combination of structural congruences and SOS rules may simplify SOS
specifications and make them look more compact. They can also capture inher-
ent (so-called spatial) properties of composition operators (e.g., commutativity,
associativity and zero element). Perhaps, the latter has been the main reason
for using them in combination with SOS. However, as we argue in this paper,
the interaction between the two specification styles is not as trivial as it seems.
Particularly, well-definedness and well-behavedness meta-theorems for SOS such
as those mentioned in [1] do not carry over trivially to this mixed setting. As
an interesting example, we show that the addition of structural congruences to a
set of safe SOS rules (e.g., tyft rules of [8]) can put the congruence property of
bisimilarity in jeopardy. This result shows that a standard congruence format can-
not be used, as is, for the combination of structural congruences and SOS rules.
As another example, we show that well-definedness criteria defined by [5,6] for
SOS with negative premises do not necessarily hold in the setting with structural
congruences.



Three solutions can be proposed to deal with the aforementioned problems.
The first is to avoid using structural congruences and use “pure” SOS specifica-
tions for defining operational semantics. In this approach, there is a conceptual
distinction between the transition system semantics (as the model of the alge-
bra) and the equational theory (cf. [2], for example). This way, one may lose the
compactness and the intuitive presentation of the operational semantics, but in
return, one will be able to benefit from the existing theories of SOS. This solution
can be recommended as a homogenous way of specifying semantics. The second
solution is to use structural congruences in combination with SOS rules and prove
the well-behavedness theorems (e.g., well-definedness of the semantics and con-
gruence of the notion of equality) manually. By taking this solution, all the tedious
proofs of congruence, as a typical example, have to be done manually and re-done
or adapted in the case of any single change in the syntax and semantics. Although
this solution is a common practice, it does not seem very promising. The third
solution is to extend meta-theorems of SOS to this mixed setting. In this paper,
we pursue the third solution.

The rest of this paper is structured as follows. By reviewing the related work
in Section 2, we position our work within the body of research in formal se-
mantics. Then, in Section 3, we present basic definitions about transition system
specifications, bisimilarity and congruence. Subsequently, Section 4 is devoted to
accommodating structural congruences in the SOS framework. In Section 5, we
study structural congruences from the congruence point of view. There, we pro-
pose a syntactic format for structural congruences that induces congruence for
strong bisimilarity, if they are accompanied by a set of safe SOS rules. We show,
by several abstract counter-examples, that our syntactic format cannot be relaxed
in any obvious way and dropping any of the syntactic restrictions may destroy
the congruence property in general. In Section 6, we extend our format to allow
for SOS rules with negative premises and set the respective well-definedness cri-
teria. To illustrate our congruence format with a concrete example, in Section 7,
we apply it to a CCS-like process algebra. Finally, Section 8 concludes the paper
and points out possible extensions of our work. For the sake of brevity and due to
space restrictions, we omit the proofs. A detailed version of this paper (containing
additional results) with proofs can be consulted in [15].

2 Related Work

Structural congruences find their origin in the chemical models of computation [3].
The Chemical Abstract Machine (Cham) of [4] is among the early instances of such
models. In Cham, parallel agents are modelled by molecules floating around in a
chemical solution. The solution is constantly stirred using a magical mechanism,
in the spirit of the Brownian motion in chemistry, that allows for possible contacts
among reacting molecules.

Inspired by the magical mechanism of Cham, structural congruences were
introduced in [12,13] in the semantic specification of the m-calculus and since
then, the practice of using structural congruences for the specification of oper-
ational semantics has continued. As stated in [14], structural congruences were



also inspired by a curious difference between lambda-calculi and process calculi;
in lambda-calculi, interacting terms are always placed adjacently in the syntax,
while in process calculi, interacting agents may be dispersed around the process
term due to syntactic restrictions. Thus, part of the idea is to bring interacting
terms together by considering terms modulo structural changes. However, the ap-
plication of structural congruences is not restricted to this concept. Structural
congruence have also been used to define the semantics of new operators in terms
of previously defined ones (e.g., defining the semantics of the parallel replication
operator in terms of parallel composition in [12,13] and Section 7 of this paper).

There have been a number of recent works devoted to the fundamental study
of formal semantics with structural congruences. Among these, we can refer to
[10,18,19]. Lack of a congruent notion of bisimilarity for the semantics of the
m-calculus has been known since [12] (which is not only due to structural congru-
ences), but most attempts (e.g., [10,14,18,19]) were focused on deriving a suitable
transition system (e.g., contexts as labels approach of [10]) or a notion of equiv-
alence (e.g., barbed congruence of [14]) that induces congruence. The works of
[10,18,19] deviate from the traditional interpretation of SOS deduction rules and
establish a new semantic framework close to the reduction (reaction) rules of
lambda calculus [9]. In [19], it is emphasized that the relation between this frame-
work and the known congruence results for SOS remains to be established and
the present paper realizes this goal (at least partially). Our results to date do
not apply to SOS containing variable binding or name passing operators. Also,
the kind of structural congruences that can be dealt with is quite limited; it is
for example, not possible to consider structural congruences expressing properties
such as associativity and zero elements.

To conclude, compared to the above approaches, we take a different angle to
the problem, that is, to characterize the set of specifications that induce a rea-
sonable transition relation in its commonly accepted meaning. In other words, we
extend the notion of structured operational semantics [8,7] to cater for structural
congruences. In particular, we extend the meta-theorems concerning congruence
of bisimilarity [1,8] and well-definedness of the induced transition relation [5-7]
to the setting with structural congruences.

3 Preliminaries

We assume that the set of process terms, denoted by T(X) with typical mem-
bers ¢, tg, ..., is inductively defined on a set of variables V' = {z,y,...} and a
signature Y. The signature contains a number of function symbols (composition
operators: f,g,...) with fixed arities (ar(f),ar(g),...). Function symbols with
arity 0 are called constants and are typically denoted by a,b,.... Closed terms,
denoted by C(X) with typical members p, ¢, po, . . ., are terms that do not contain
variables. A substitution o replaces variables in a term with other terms. The
set of variables appearing in term ¢ is denoted by wars(t). A transition system
specification, defined below, is a logical way of defining a transition relation on
(closed) terms.



Definition 1 (Transition System Specification (TSS)) A transition system spec-
ification is a tuple (X, L, D) where X' is a signature, L is a set of labels (with
typical members [,1',ly,...) and D is a set of deduction rules. For all [ € L, and
8,8 € T(X) we define that (¢,1,t') € — is a formula. A deduction rule dr € D,
is defined as a tuple (H,c) where H is a set of formulae and ¢ is a formula. The
formula c is called the conclusion and the formulae from H are called premises.
A rule with an empty set of premises is called an axiom.

The notion of closed and the concept of substitution are lifted to formulae in
the natural way. A formula (¢,1,¢') € — is denoted by the more intuitive notation

tLy , as well. We refer to t as the source and to ¢’ as the target of the transition.
A deduction rule (H,¢) is denoted by % in the remainder.

In the traditional setting, the transition relation induced by a transition system
specification is the smallest set of provable closed formulae using a well-founded
proof tree based on the deduction rules. Note that for more complicated transition
systems specifications such a unique transition relation may not exist (see [1,6]
and Section 6 of the present paper for more details). Next, we define our notion
of equality, namely, the notions of strong bisimulation and bisimilarity.

Definition 2 (Bisimulation and Bisimilarity [16]) A relation R C C(X)x C(X) is
a simulation relation with respect to a transition relation — C C(X) x L x C(X)
if and only if V), sec(x) (9,9) € R = Vier Vpeox) pop = Jyec() g5 q
AP, q') € R. A bisimulation relation is a symmetric simulation relation. Closed
terms p and ¢ are bisimilar with respect to — if and only if there exists a bisimu-
lation relation R with respect to — such that (p, q) € R. Two closed terms p and
q are bisimilar with respect to a transition system specification tss, if and only
if they are bisimilar with respect to the transition relation induced by tss. Note
that bisimilarity (with respect to a transition relation or TSS) is an equivalence
relation on closed terms.

Next, we define the concept of congruence which is of central importance to
our topic.

Definition 3 (Congruence) A relation R C T(X) x T(X) is a congruent re-
lation with respect to a function symbol f € X if and only if for all terms
pi,qi € T(X) (0 < i < ar(f)), if (pi,q:) € R (for all 0 < i < ar(f)) then
(f(Po, -+ Par(f)—1)s [(q0s - - - Gar(r)—1)) € R. Furthermore, R is called a congru-
ence for a transition system specification if and only if it is a congruence with
respect to all function symbols of the signature.

Bisimilarity is not in general a congruence. However, congruence is essential for
the axiomatic treatment of bisimilarity. Furthermore, congruence of bisimilarity is
of crucial importance in compositional reasoning. Several syntactic formats guar-
anteeing congruence for bisimilarity have been proposed (see [1] for an overview).
Here, we choose the tyft format of [8] as a sufficiently general example of such for-
mats for our purposes. Extensions to more general formats (such as the PANTH
format of [20]) are discussed in Section 6.



Definition 4 (Tyft Format [8]) A rule is in tyft format if and only if it has the
following shape:

{t; 5 yili e I}

f(zo, ..., l‘aT(f),l) LR t
where z; and y; are all distinct variables (i.e., for all ¢,4" € T and 0 < 5, j" < ar(f),
y; # xj and if 4 # ¢’ then y; # y» and if j # j' then z; # z;/), f is a function
symbol from the signature, I is a (possibly infinite) set of indices and ¢t and ¢;’s
are arbitrary terms. A transition system specification is in tyft format if and only
if all its rules are.

Theorem 1 (Congruence for tyft [8]) For a TSS in tyft format, bisimilarity is a
congruence.

4 Structural Congruences: An SOS Reading

Structural congruences sc on a signature Y consist of a set of equations of the
form t = t/, where ¢, € T(X). They induce a structural congruence relation on
closed terms, as defined below.

Definition 5 (Structural Congruence Relation) A structural congruence relation
induced by structural congruences sc on signature X, denoted by =, is the
minimal relation satisfying the following constraints:

L. Vpec(s) P =sc p (veflexivity);

2. vp,qGC(ZJ) P=scq=q=scD (Symmetry);

3. Vparec(s) (P Zse N q=se 1) = p =g 1 (transitivity);

4. ViexVp, gec(x)0<i<ar(f)) (Yo<icar(f) Pi =sc G) = [(Po,- - Par(f)-1) =se
f(qo, -+ Qar(s)—1) (congruence);

5. Voo Viver(s) (t=t) € sc= o(t) =5 o(t’') (structural congruences).

In other words, =, is the smallest congruence satisfying = on closed terms.

In the remainder, we assume that the structural congruences have the same
signature as the transition system specification they are added to. To link struc-
tural congruences to a transition system specification, a special rule is used, which
we call the structural congruence rule.

Definition 6 (The Structural Congruence Rule [12]) The particular rule schema
of the following form (which is in fact a set of deduction rules for all [ € L) is
called the structural congruence rule:
T=y yﬁy’ y =12
(struct) (lel)

z—z

Consider a transition system specification tss = (X, L, D) and structural con-
gruences sc on the same signature. Extension of tss with sc, denoted by tss U
{(struct)}, is defined by the tuple (X', L, D U {(struct)}).



There remains a problem concerning Definition 6, namely, the structural con-
gruence rule does not fit within the notion of a deduction rule as defined in
Definition 1 since structural congruences (appearing in the premises) do not fit
the definition of formulae per se. In other words, z = y is only a syntactic notation
and has no meaning associated to it as yet. In this paper, we exploit the structural
congruence relation to give a meaning to x = y by extending the notion of proof
(see [15] for other possible interpretations). Syntactically, we allow for deduction

iely {t;=tjed
rules of the form Walie Iy ity =tlj }

where x and x;’s are formulae as

X
defined before (in Definition 1) and ¢; and t/ are terms from the signature. This
rule format, easily accommodates the structural congruence rule. Then, we extend
the notion of provable transitions to the following notion.

Definition 7 (Provable Transitions: Extended) A proof of a closed formula ¢
(in an extended transition system specification tssU {(struct)}) is a well-founded
upwardly branching tree of which the nodes are labelled by closed formulae such
that

— the root node is labelled by ¢, and
— if 4 is the label of a node g and {t; | i € I} is the set of labels of the nodes
{xiliel} {t;=tjljeJ}

directly above ¢, then there is a deduction rule

X
(in tss U {(struct)}) and a substitution o such that o(x) = ¢, for all i € I,
o(xi) = i, and for all j € J, o(t;) = o(t)).

We re-use the same notations for provability of formulae in the extended setting.

We are not able to reproduce the results of Theorem 1 (concerning congruence
for tyft format) in the extended setting with structural congruences. In fact, adding
structural congruences to a set of tyft rules does not preserve the congruence
property of bisimilarity. The following counter-example shows this fact.

Example 1 Consider the following structural congruence equation and transi-
tion system specification. The common signature is assumed to have a and b as
constants and f as a unary operator.

a=f() (&)—— (b)
a b

=a

lo
—Q

In the above specification, both @ and b can perform an [y transition to a due
to rules (a) and (b), respectively. On one hand, using Definition 5, a is only
structurally congruent (by means of =) to itself and f(b). On the other hand, b
is only congruent to itself. Since f(b) cannot perform any new transition, neither
a nor b can perform any other transition due to (struct). Thus, to this end,
we have a < b. However, it does not hold that f(a) < f(b) since f(a) cannot
perform any transition (it is only congruent to f(f(b)) which cannot perform any
transition either), but f(b) can perform an Iy transition to a (using (struct) since
it is congruent to a). This shows that bisimilarity is not a congruence in the above
transition system specification, despite the fact that the original transition system
specification is in tyft format.



Several other counter-examples of violating congruence property by structural
congruences are presented in the remainder of this paper.

5 Well-Behaved Structural Congruences

In this section, we start with proposing a syntactic format for structural congru-
ences and stating that structural congruences conforming to this format are safe
for the purpose of congruence when added to a set of tyft rules. Then, in Section
5.2, by several counter-examples, we show that none of the syntactic constraints
on this format can be dropped in general and thus our syntactic format cannot
be relaxed trivially.

5.1 Congruence Format for Structural Congruences (cfsc)

Our syntactic criteria on structural congruences are defined below.

Definition 8 (Cfsc format) Structural congruences sc (added to a transition sys-
tem specification tss) are in the cfsc format if and only if any equation in sc is of
one of the following two forms.

L. An fz equation is of the form f(zo,...,Zer(r)-1) = 9(W0,- -+ Yar(g)—1) for
function symbols f and g (which need not be different) and for variables z;
and y;. Variables x; and y; are distinct among themselves (i.e., for all i # j,
x; # x; and y; # y;) but they need not form two disjoint sets (i.e., it may be
that for some ¢ and j, z; = y;).

2. A defining equation is of the form f(xo,...,Tanf)—1) = t (or similarly, ¢ =
f(wo, ..., Tapr(sy—1)) Where f is a function symbol and ¢ is an arbitrary term.
Similar to fx equations, variables x; have to be distinct. Two more conditions
have to be satisfied for this type of equations; first, all variables in t should
be bound by variables xo,...,Zap(f)—1, i.e., vars(t) C {z;|0 < i < ar(f)}
and second, f may not appear in any other structural congruence equation
and source of the conclusion of any deduction rule in tss. We have no further
assumption about ¢, thus, there may be a repetition of variables in ¢, occur-
rences of f may appear in ¢ and it may consist of any number of constants
and function symbols.

Note that the above two categories are not disjoint; i.e., an equation may be both
fz and defining. For the remainder, it does not make any difference whether such
equations are taken as fx, defining, or both.

In the following theorem, we state that structural congruences conforming to
the cfsc format, when added to a set of tyft rules, induce a congruent bisimi-
larity relation. The proof of the following theorem follows from Theorem 1 by
transforming the transition system specification with structural congruences to a
“pure” transitions system specification in tyft format that provably induces the
same transition relation.



Theorem 2 (Congruence Theorem for cfsc) Consider a set of deduction rules tss
in tyft format. If structural congruences sc (added to tss) are in the cfsc format,
then bisimilarity with respect to tss U {(struct)} is a congruence.

5.2 Impossible Relaxations of Cfsc

Next, we show that the cfsc format cannot be relaxed in any obvious way. We take
every and each syntactic constraint on cfsc and by an abstract counter-example,
show that removing it will result in violating the congruence. We start with a
counter-example showing that variables in each side of the fx equation need to be
distinct and that the variables in the f(zo,...,%q.(s)) side of a defining equation
need to be distinct.

Example 2 flz,z)=a (a) I (b)

lo
a—a b—=a
Similar to Example 1, it clearly holds in the above specification that a < b.
However, it does not hold that f(a,a) < f(a,b) since the former can perform an
lp transition, while the latter deadlocks. Thus, bisimilarity is not a congruence.
Note that the above structural congruence can be considered both an fx equation
and a defining equation.

The other condition on fz equations is that they may only have one function
symbol in each side of the equation. We have already shown that this constraint
cannot be relaxed in Example 1 in the previous section. There, the equation
a = f(b) had two function symbols, namely the constant b and unary function
symbol f and the congruence property is shown to be violated. A similar condition
forces defining equations to have only one fresh function symbol on the side to
be defined. In the following example, we show that allowing more fresh function
symbols also endangers congruence.

Example 3 fb)=a (a)

lo
a—a

Suppose that our signature consists of three constants a, b and ¢ and a unary
function symbol f. Then, it immediately follows that b < ¢ since none of the two
constants can perform any transition. However, it does not hold that f(b) < f(c)
since the first term can perform a transition while the latter deadlocks.

Another constraint on a defining equation f(xo,...,Zar(s)—1) = t is that
vars(t) € {;]0 < i < ar(f)}. The following counter-example shows that we
cannot drop this constraint.

lo
1 —Y

Example 4 d= f(a,z) (c)

— ®

c—=¢C f($075€1)l—0>y1
Suppose that the common signature consists of a, b, ¢ and d as constants and
f as a unary operator. Equation d = f(a, ) fits all syntactic criteria of a defining

equation (for d), but the one stated above. It follows from (f) that f(a,c) b



Since d = f(a, z), then d% ¢ and from the same equation (in the other direction),

we can deduce that f(a,b) b ¢ However, it cannot be derived that f(b,b) o .
This witnesses that bisimilarity is not a congruence, as a < b but it does not
hold that f(a,b) < f(b,b).

The last constraint on defining equations is concerned with freshness of the
function symbol being defined. In the following two counter-examples, we show
that the defined function symbol cannot appear neither in any other structural
congruence equation, nor in the source of the conclusion of a deduction rule.

Example 5 c=a c=f(b) (a)

(b) -
b—=a

lo
a—a

Again, in the above specification, we have a < b but it is not true that
f(a) & f(b) since from the structural congruences, we can derive that a =, f(b)
and hence f(b) can perform an [y transition to a while f(a) cannot perform any
transition.

Example 6 fl@)=g(a) (a) (f)
La () f(a)
It follows from the above specification that a < b but it does not hold that
g(a) < g(b) since the former can perform a transition due to (struct) and (f)

while the latter cannot perform any transition.

lo
a—a

(b)
b

6 Structural Congruences and Negative Premises

Transition system specifications are mainly used to specify transitions of process
terms in terms of transitions of their subterms. Sometimes it comes handy to define
a transition based on the impossibility of a transition for a particular subterm.
Several instances of SOS semantics in the literature make use of this feature
(e.g., for defining priority, deadlock detection, sequencing and urgency, cf. [1,5]).
Thus, it seems natural to extend transition system specifications in tyft format to
account for negative premises. The following definition realizes this goal.

Definition 9 (Ntyft Format [7]) A rule is in ntyft format if and only if it has the

following shape.

(x) :
f(x()v v 7xar(f)—1) —1
The same conditions as of tyft format hold for the positive premises and the con-
clusion. There is no particular constraint on the terms appearing in the negative
premises. Set J is the (possibly infinite) set of indices of negative premises.

However, in the presence of negative premises, the concepts of proof and prov-
able transitions become more complicated. A proof, as defined before, can provide
a reason for presence of a transition but not for its absence. Thus, we have to re-
sort to another notion of proof that can account for absence of transitions, as well.



Here, we choose the notion of stable model of [5] as an intuitive model of the in-
duced transition relation. The definition is slightly adapted to cater for structural
congruences and to fit our notations and past definitions.

Definition 10 (Stable Model) A positive closed formula ¢ is provable from a
set of positive formula T and a transition system specification tss, denoted by
(T,tss) b ¢, if and only if there is a well-founded upwardly branching tree of
which the nodes are labelled by closed formulae such that

— the root node is labelled by ¢, and
— if the label of a node ¢, denoted by 1, is a positive formula and {v; | i € I'} is

the set of labels of the nodes directly above ¢, then there is a deduction rule
Dulien {t=tliel}

n tss (N.B. x; can be a positive or a negative
X
formula) and a substitution ¢ such that o(x) = ¥, for all i € I, o(x;) = 1
and for all j € J, o(t;) =5 a(t;»);
— if the label of a node ¢, denoted by p—f», is a negative formula then there

exists no p’ such that pi>p’ eT.

A stable model, also called a transition relation, defined by a transition system
specification tss is a set of formulae T such that for all closed positive formulae
¢, ¢ € T if and only if (T, tss) - ¢.

However, not all transition system specifications in ntyft format have a stable
model and even if they have, it need not be unique. The following example shows
simple instances of such phenomena.

lo lo lo
a—» a > b—»
Example 7 — 0 T
lo lo lo
a—a b—=b a—a

Consider the above two transition system specifications, both defined on a
signature with a and b as constants. The left-hand-side T'SS has no stable model

(as for any stable model a’Sq if and only if a—lfo») and the right-hand-side one

has two stable models, namely, {a Lo, a}t, {blﬂ0 b}.

To solve this problem, in [5,7], an extra condition is imposed on transition
system specifications in ntyft format. The following definition illustrates this con-
dition.

Definition 11 (Stratification) A stratification of a transition system specification
tss in the ntyft format is a function S from closed positive formulae to an ordinal
such that for all deduction rules of tss in ntyft format (in the shape of rule (r)

in Definition 9) and for all substitutions o, V;c;S(o(t; L yi)) < S(o(f(zg,...,

. l 1
Tar(f)-1) — 1)) and Vjegpver(s) S(o(t; =) < S(o(f(@o,- .., Tar()-1) = 1))
A transition system specification is called stratified if and only if there exists a
stratification function for it.



The following theorem from [5] formalizes the advantages of stratified transi-
tion system specifications.

Theorem 3 Consider a transition system specification tss in the ntyft format. If
tss is stratified, then it has a unique stable model. Furthermore, bisimilarity is a
congruence for the stable model of a stratified transition system specification.

Now we have enough ingredients to study the implications of negative premises
on the structural congruences. Before doing so, we show that a naive treatment
of structural congruences, i.e., neglecting them, may ruin the well-definedness of
the induced transition relation.

lg
a A

blop

First, consider the transition system specification given in the left-hand-side
(with a and b as constants). It is stratified by the function S, if we define for all

a=b

Example 8

closed terms p, S(aLp) =1 and S(b—l>p) = 2. Following Theorem 3, it defines

the unique transition relation (its stable model), which is {bl—0> b}.

Then, suppose that we add the structural congruence in the right-hand-side
(which is indeed in the cfsc format) to the specification. Suddenly, the associated
transition system specification loses its well-definedness. The combination of the

above deduction rule and a = b leads to a contradiction, namely b o b if and only

if ¢ X% and if 5% b then a2 b.

To solve the above mentioned problem, we extend the notion of stratification
to structural congruences as follows.

Definition 12 (Stratification: Extended) Consider a transition system specifi-
cation tss in ntyft format and structural congruence in the cfsc format. Then,
tss U {(struct)} is stratified, if there exists a function S from closed formulae to
an ordinal such that for all closed substitutions o:

{tiylicel}y {t;*]jeJ} it

1
f(l‘o, R xar(f)fl) —1
l;
holds that VieIS(O'(ti — yz)) S S(O’(f(x(), . 7$ar(f)7l) —l> t/)) and vjEJ,t’GT(E)
1 1
S(O’(t]’ — t/)) < S(O’(f(xo, - 7mar(f)—1) — t/))7
2. for all fx equations of the form f(xzo,...,Zarf)=1) = 9(T0,...,ZTar(g)—1) in

sc, it holds that Vier ser(xy S(o(f(wo,. .., Tar(r)—1) —l>t)) = S(o(g(zo,...,

1. for all deduction rules in tss of the form

1
-rar(g)fl) _>t)>7
3. for all defining equations of the form  f(xo, ..., Zqr(f)-1) t in sc, it holds

that Vier ver(x) S(o(t-51)) < S(o(f(xo, '~-7xar(f)—l)_l>t/)) :



Next, we extend the well-definedness theorem for the transition relation to
the setting with structural congruences. The following theorem states that if a
combination of a transition system specification and structural congruences is
stratified, then it defines a unique transition relation.

Theorem 4 If the combination of transition system t¢ss in ntyft format and
tss U {(struct)} is stratified, then tss U {(struct)} has a unique stable model.
Furthermore, for this model, bisimilarity is a congruence.

Possible extensions to the ntyft format are the addition of ntyxt rules and
predicates. The ntyft-ntyxt format of [7] is a relaxation of ntyft format that allows
for variables in the source of the conclusion. In [7], it is shown how to reduce the
ntyft-ntyxt format to the ntyft format. Adding structural congruences to TSS’s in
the ntyft-ntyxt format, however, is not straightforward. The reduction of ntyft-
ntyxt to ntyft requires to copy each ntyxt rule for every function symbol in the
signature. This reduction thus disallows the presence of any defining equation, as
the new deduction rules contain defined function symbols in the source of their
conclusion. Thus, up to now, we can only guarantee congruence for a combination
of structural congruences and a transition system specification with ntyxt rules if
the structural congruences comprise of fz equations only. In [15], we give a solu-
tion to this problem by interpreting defining equations as conservative operational
extensions to a transition system specification.

Predicates are other ingredients of transition system specifications that are
used to specify concepts such as termination and divergence on process terms [20)].
Unlike negative premises and ntyxt rules, addition of predicates to a transition
system specification has no implication on structural congruences and the cfsc
format. Predicates can be modelled as transitions with a dummy right-hand side
(a dummy variable in the premises and a dummy constant in the conclusion).
Thus, the results that we have proved so far easily extend to the PANTH format
of [20] which allows for both ntyft-ntyxt rules and predicates.

7 Case Study

In this section, we quote an SOS semantics of CCS from [11] (with restriction of
nondeterminism to finite sum and introduction of the parallel replication operator)
and then introduce structural congruences, & la [12], conforming to our format.
By doing this, we show how our format is able to capture a number of non-
trivial structural congruences and make the presentation look more intuitive and
compact. Moreover, from this specification one can still derive congruence for
strong bisimilarity automatically.
The syntax of our CCS-like process algebra is given below.

P u= 0|aP|P+Q|P||Q|P\L|P|A

In this syntax, constant 0 stands for the terminating process. The action prefix
operator «.P (which is actually a class of unary operators parameterized by la-
bels a € L) shows « as its first step and proceeds with P. The set of labels £



is partitioned into the set of names, typically denoted by I, and co-names, de-
noted by [. By extending the same notation, let [ be defined as I. Restriction
operator P\ L, parameterized by L C L, defines the scope of local names (and co-
names). Nondeterministic choice is denoted by +. Parallel composition is denoted
by P || Q. Parallel replication of process P is denoted by !P which usually serves
as a restricted substitute for recursion. Recursive symbols A serve as short-hands
for their defining processes, denoted by A = P and are used to define processes
hierarchically. We treat recursive symbols as constants in our signature.

The transition system specification defining the semantics of our language is
given below. In this semantics, I,1 € £ and o € LU {7}, where 7 is the result of
a communication (7 is defined to be 7).

(e} @
Tr—y _ t—y .
Act)——— Res)——(a,a ¢ L Con A=t
(Act) —a (Re) o (@ L) (Com) (A=)
« « (e}
T T z |1z
Sum0)— =Y (sum1)— Y (Rep)" Y
o+ x1—Y o+ x1—Y lr =y
l 1
(Com0) zo = Yo (Com1) 1 g’yl (Com2) To—Y T1—Y1

zo || 21 S yo || 21 zo || m1 =m0 || 11 zo || 215 yo || 1

In the above specification, rule (Act) defines that an action prefix operator can
execute its first action and continue with the rest. Each rule in this specification
should be considered as a rule schema, representing a possibly infinite number of
rules for each [ € L. Side conditions, in this particular case study, only govern
presence and absence of such copies. Rule (Res) allows for performing actions
beyond the restricted set L (i.e., blocks the rest). Rules (Sum0) and (Sum1) de-
fine the non-deterministic choice operator. Rules (Com0) and (Com1) define the
interleaving behavior of parallel composition and rule (Com2) defines its commu-
nication (synchronization) behavior. Rule (Con) shows how recursive constants
represent the behavior of their defining terms and finally, (Rep) defines the con-
cept of replication.

By using our format, we can copy a number of structural congruences, defined
n [12] for the m-calculus and thus, eliminate some of the deduction rules. The
result is the following semantic specification.

« (e}
r—y _ To—Y
Act)——— Res)———(a,a ¢ L NSum0)———=—
( )a.xgx ( )x\Liy\L( #1L) ( )x0+x13>y
[} l 1
(NCom0) il j s (NCom1) Lo 4o = N
370H331—>y0||y1 a:0||x1—>y0|\y1
_ Loror— o rT+y=y+uw rlly=yllw
(struct)x_y y_;y, y=°
T—=x A=P (A=P) lr =z ||lx

Note that all of the SOS rules are in tyft format and the top two structural
congruence equations are fz equations while the bottom ones are defining equa-
tions. Thus, one may easily deduce from Theorem 2 that strong bisimilarity with



respect to the induced transition relation is a congruence. This can already be
considered an achievement. However, one may argue that we could not specify
some, may be more interesting, structural congruences of [12] such as those for
associativity (for parallel composition and nondeterministic choice), idempotency
(for nondeterministic choice) and zero element (again for both parallel composi-
tion and choice). Our answer to this criticism is that in general, the very same
structural congruences (i.e, associativity, idempotency and zero element) can be
harmful for congruence. Next, we give an intuitive example of an associativity
equation that harms the congruence property.

Example 9 Take the semantics of our CCS-like language defined before. Suppose
that we extend our syntax and semantics with a binary operator e. The semantic
[0
Zo — Yo

rule for this operator is given by rule (LMer) = .
zoex1— Yo || 21

According to the above rule, this operator forces the first action to be taken
by the left-hand-side argument and then turns into a normal parallel composi-
tion operator. (Up to here, this operator is similar to the left-merge operator of
[2] which is usually used for finite axiomatization of parallel composition.) This
operator, as defined by rule (LMer) is not associative. But, suppose that we also
add the equation xpe (z1ex5) = (xgex1)exs to our set of structural congruences,
to make it associative.

Then, we can easily observe that the congruence property is ruined. For ex-
ample, it holds that 0 <> 0 e @ (where « is a shorthand for «.0), since none of the
two can perform any action. However, it does not hold that «e0 < «e(0eq).
The left-hand term can only perform an « action and terminate (the structural
congruence rule cannot help this term perform more actions since it should con-
tain at least two left-merge operators to fit the structure of the equation). While
the right-hand-term is congruent to (« @ 0) @ o and this term can perform two
consecutive « actions after the first of which it turns into (0 || 0) || c.

8 Conclusions

In this paper, we gave an interpretation of structural congruences inside the
transition system specification framework. Using this interpretation, we defined
a syntactic congruence format for structural congruences. This format induces
congruences for (strong) bisimilarity, once the structural congruences are used in
combination with a set of standard (e.g., tyft) SOS rules. Furthermore, the rela-
tionship between negative premises in the deduction rules, structural congruences
and well-definedness of the transition relation was investigated and a sufficient
well-definedness criterium was established. To show the application of our format
to a concrete example, we applied our syntactic format to a CCS-like process
algebra.

Extending the syntactic format to other notions of equivalence and refinement
is a possible extension of our work. Another important extension of our work
concerns the notions of names and variable binding.
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